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Abstract

Composite communication platform is the basic requirement of today’s Mobile Terminals. The need for
this communication platform is to provide seamless roaming to the user without much distortion in their
services. So far many different approaches have been adopted, for raking these switching decisions
and among all of these approaches, MADM (Multiple Attribute Decision Making) is considered as one
of the approach for solving such types of vertical handover problems. The types of few MADM
algorithms are AHP, TOPSIS, MEW and SAW. In this paper comparisons between these MADM
algorithms have been done. Results of each algorithm and their response against the decision ranking
have been analyzed. It is observed that TOPSIS is suffering from non stability behaviour; MEW shows
penalizing behaviour towards poor attributes, where as AHP and SAW shows less risk in its decision
ranking with minimum standard error mean and statistical variance.
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1 Introduction

Now a day, researchers are focusing to develop a composite communication platform [1] for
the mobility management. The aim behind this composition is to reduce the communication
gap between various heterogeneous wireless network environments. From architectural point
of a view, a vast set of these wireless technologies such as Code Division Multiple Access
(CDMA2000), Satellite Network, Sensor Networks, and Global System for Mobile
Communications (GSM), Wireless Local Area Network (WLAN), Universal Mobile
Telecommunication System (UMTS), Mobile Ad Hoc Network (MANET), and Home RF
network and Blue tooth basically requires a platform which seems to provide seamless
roaming to the user without any distortion. The demand for this seamless roaming or handoff
becomes more important, when this roaming is vertical not horizontal. Vertical handoff is
quite different from horizontal handoff. As in horizontal handoff the mobile user roams from
one base station to another within the same network. Where as in vertical handoff the mobile
user roams between two different network technologies. Many issues are involved in this
vertical handoff, which indirectly affects the decision factors of mobile user. According to the
requirement of the user preferences as well as the available network services, parameters
such as bandwidth, cost, application type support, bit error rate, coverage area and other
QoS attributes, forcefully compel the wireless devices, to take a dynamic decision of net-
work selection. Various vertical handover decision algorithms have been proposed and
discussed in literature [4], [5], [6],[7] which are using either fuzzy logic or based on policies
[91,[10],[11],[12].

In our previous paper [23], we have proposed an idea of Intelligent Intermediate Robust
Gateway (IIRG) for handling handover decisions of remote sink sensor applications
problems. The Gateway module discussed in that paper is based on fuzzy logic and
Analytical Hierarchal Process (AHP), which use fuzzy comparison ratio based criteria for the
handling weights of different criteria’s by using pair wise judgment. The framework of IIRG is
based on three basic modules called Network Monitor, Data Mine, Sensor Application Based
Module and FANS [23] as shown in Fig 1. For making analysis of this framework, we extend
our work by conducting a comparative study of different MADM based vertical handoff
algorithms. Although there is much work done in this vertical handoff but there is lack of
comparison between their performance works. The main contribution of our work in this
paper is to make comparison among different decision making techniques and check their
pros and cons. The algorithms which are used in our comparison work are Technique for
Order Preference by Similarity to ideal Solution (TOPSIS) [13], Multiplicative Exponent
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Weighting (MEW) [13], Analytical Hierarchy Process (AHP) [3], and Simple Additive
Weighting (SAW) [13]. A different type of performance attributes such ranking, non stability
behavior, Standard Error of Mean (SEM), Minimum Variance Unbiased Estimator (MVUE)
and their resultant is discussed in this paper. We have used Matlab for the simulation of our
work. Results show that more that 80-85% of times the decision made by SAW, MEW,
TOPSIS and AHP are same, whereas 20% of time they made different ranking decisions.
The reason for selecting different ranking criteria by different algorithms depends on the
abnormality behavior of TOPSIS, penalizing behavior of MEW, minimum response value of
SEM and MVUE for AHP as well as SAW. For checking the performance of each algorithm,
study is made on the bases of quantitative as well as qualitative data. The resultant of this
approach shows that TOPSIS is a non stable algorithm in its decision ranking, MEW is
suffering from penalizing behavior in case of poor attributes, whereas AHP and SAW show
much stable and better decision as compared to other two.

In section Il a brief overview of different types of MADM techniques are discussed. Whereas
in Section Il shows a comparative study of these techniques. Finally in section IV conclusion
is drawn from their comparative results for the future perspective.

2 DECISION MAKING TECHNIQUES
As discussed in section I, that Vertical Handoff consists of three major phases described as
system discovery, handoff decision, and handoff execution [2]. At system discovery phase
the availability of different networks and their provided set of parameters are studied. At
handoff decision phase the final selection of network take place from among the list of
candidate networks. The final decision is made after considering both user preferences as
well as available network parameters. User preferences give weightage to the QoS
parameters, which provide much help in the selection of network from the list. Where as in
the last phase of handoff execution, the step is taken to change the current
network/cell/technology into the newly selected network/cell/technology. Before going in the
details of our work, a brief over view of four different MADM techniques are discussed.
» Analytical Hierarchal Process (AHP)
It was developed by Prof T.Saaty (1980) at Wharton School of Business [3]. This process
decomposes a complex decision problem into a hierarchical structure.AHP hierarchal
structure has at least three major steps.
1. At the top of the hierarchy, problem Statement and objectives are placed.
2 In the middle of the hierarchy a list of criteria’s are mentioned that are required to the
alternatives.
3 Where as at the lowest levels the sets of alternatives is defined as shown in Fig 1.
4 A pair wise comparison matrix is established which shows the relation ship between upper
level elements with respect to the level immediately below it.
5 Two questions are answered during this comparison procedure i.e.

1. Which criteria are more important?

2. How much extend it is important as compared to other criteria.
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Fig. 2. Hierarchy Decision Making Process
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TABLE I: SCALE FOR PAIR WISE
COMPARISON SAATY, 1980) [3]

Buckley’'s in 1985 [15], [16] suggested fuzzy AHP by allowing fuzzy numbers for pair wise
comparison and calculate fuzzy weights and fuzzy performance/results. Linguistic variables
are used to express fuzzy numbers. These linguistic variables use linguistic terms like Low,
Medium, and High to classify different perception of the related subject. For example the
bandwidth can be low medium or high and similarly the distance covered by the network can
be Low, Medium or High. Saaty uses scale table as shown in Table | for the judgment and
comparison of criteria’s.

— 6 At the final step of Saaty AHP method, eign vector of comparison matrix is calculated,
which is used to find the relative weights among the criteria’s (sub criteria’s and one level
above of the hierarchal system). Saaty [3] gives different methods for the calculation of the
eign vectors. These methods are summarized below:-

_ Normalization of Row Average
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where in eq 1 nominator part is showing sum of each row and denominator is showing sum
of over all rows. Hence there division gives a normalized output.

_ Geometric mean of Rows

It takes nth root of multiplication of all elements in each row and divides them with the sum of
product of all elements in each and every row.

__ Average of Normalized Column

Converts fraction pair wise comparisons to decimal equivalent and calculate normalized
value

by dividing each element by its column total. Row wise total is then taken for this normalized
matrix. Average normalized column is obtained by dividing row sum by the number of
elements in the row.
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_ Consistency of Matrix

Consistency checking is considered as one of the major key point for AHP decision analysis.
It is used to verify the reliability of our judgment. The judgment is considered to be consistent
if the maximum eign value _max of the reciprocal matrix is equal to the order of the matrix.
Whereas it is considered as in consistent if the value of maximum eign value is greater than
the order of the matrix. For measuring the consistency of the matrix we use the Consistency
Index (CI) as shown in the Eq 3. CR =CI/RI (5)

For consistent pair wise matrix Cl would be zero. Consistency of judgment can be further
calculated by using the Consistency Ratio i.e.Random Index (RI) for different order of matrix
are calculated by Saaty [3] and shown in Table Il. If the calculated CR is less than 0.10, it



means less inconsistency exists in our assumed matrix, where as if CR¢,0.10 than calculated
matrix is not consistent and whole matrix should be revised or re-examined.
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_ Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

In this method two artificial alternatives are hypothesized: i.e.

1) Ideal alternative (Positive alternative)

2) Negative alternative

The basic rule behind these hypotheses is that the chosen alternative should have shortest
distance form positive ideal solution and longest distance from negative ideal solution [17].
Best/Ideal alternative: considered to be one which shows the best value for all attributes.
Negative ideal alternative: the one which has the worst attribute value. TOPSIS makes the
decision of alternative that is very near to the best result and very far from Pessimistic option
alternative. In this method the problem is classified on the bases of m alternatives (options)
and n attributes/criteria. Each option or alternative is assigned a score against each criterion.
For the explanation of the mathematical process if x; is the score of option i with respect to
criterion j and matrix X = x; is @ m x n matrix then it is consider that J be the set of benefit
attributes or criteria (more is better and J' be the set of negative attributes or criteria (less is
better). The following steps are followed for the calculation of this method.

Step 1. Make a decision matrix using normalized values. Through this step, different
measuring units of attributes are transformed into uniform unit attributes, which allows
comparisons across criteria. The normalize scores or data are as given in Eq 6:
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Step 2: Make a decision matrix having weighted normalized values. Assume we have a set
of weights for each criteria wj for j = 1...n. Multiplications have to be done between columns
of the normalized decision matrix and its corresponding weights. An element of the new
matrix is givenasinEq7:fori=1,.., m;j=1,..,n
Step 3: Determine the ideal and negative ideal solutions. The positive or ideal solution can
be obtained as in Eq 8
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Whereas the negative ideal solution is given as in Eq 9
Step 4. Calculate the separation measures for each alternative. The separation from
the
ideal alternative is given in Eq 10

S=0 00 N (1) b=y (v —u, f2 (11

afie Loaxviafye J

where i = 1....., m And similarly, the separation from the negative ideal alternative is
as givenin Eq 11: wherei=1,..... m

Step 5: Calculate the relative closeness to the ideal solution Ci*. Select the
Alternative with Ci*closest to 1.
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where 0<C_i<1
Simple Additive Weighting (SAW) here the normalized value of the criteria for each
alternative is multiplied with the importance of the criteria i.e. weights assigned to the
attributes/criteria. After that the total score against each alternative is calculated by summing
these products over all these attributes. At the end the alternative having highest score is
selected finally. Equation 13 gives the mathematical way for calculating the sum these
products over all of these attributes. Where i = 1... n, j=1,......m, Si represents the Overall
score of the ith alternatine,r; is the normalized rating of the ith alternative of the jth criterion,xij
is the value of the jth criterion of ith alternation, wj is the weight of the jth Criterion, M is the
number of criteria and N is the number alternative.
Multiplicative Exponent Weighting (MEW) MEW is another way of solving multi attributes
Problem. Here the attribute problem consists of a matrix having N number of alternative and
M number of criteria’s against them. The score for each network i can be calculated as

i

Se= [ (zes)™s (14)
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Here x; is the element or value of jth attribute and wj is the weight assigned to each attribute.
The value of wj will be considered as positive for benefit matrix x™ j and its value will be
negative for cost factor i.e. xi™" .The selected network is the best value of each matrix. The
highest value in benefit matrix is considered as preferred one; where as the lower value in
the cost matrix is selected as final option.

3 COMPARISON OF TECHNIQUES

For making a comparison between these four handover methods i.e. AHP[3], TOPSIS[13],
MEWI[13]Jand SAW[13] we have consider an example of traffic, coming from some remotely
placed sensor devices. According to the authors in [18] sensor devices provide support for
many different types of applications such as Event, Continues, Hybrid and Query. The
classification of these data types are done on the bases of data driven module. Each
application type has a requirement of diverse QoS parameters. Event type applications of
sensor devices always activate in the presence of some triggers, Query type applications
responded when some question is generated from the sink, continues type response
continually by sending data at some fixed rate, whereas hybrid applications are combination
of all these three above applications. In the calculation of network selection for this
application, different types of QoS parameters are required both from user as well as from
network. The parameters which we used for the evaluation of methods are bandwidth, delay
tolerance, security, application type, coverage area, cost and priority. Here the values of
these parameters, either received from user or from network, are first converted into fuzzy
variables by making use of Gaussian membership function [19]. The advantage of using
these fuzzy variables is that one can easily express both quantitative and qualitative data.
Later on these fuzzy values are normalized between [0, 1] for developing symmetry of
measurement among the different parameters having different units. For the simplicity of our
work, the weights for each criterion are calculated by using AHP Eigen value method based
on geometric mean. Our simulation, which is carried out in MATLAB2.
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consider performance parameters of five different networks i.e. 802.11a, 802.11b, Satellite,
GSM, UMTS as well as User Provided QoS parameters. The parameters provided by each
network are generated randomly. Selection of the final network depends on the values of the
above mentioned attributes. The AHP Matrices regarding each traffic class is shown in Table
I, IV, V and VI and resulting weights calculated against each traffic class are shown in Table
VII.

A. Ranking Approach

For the simulation of our work, the calculations are done against Event based Application.
First the parameters provided by four different networks against each QoS criteria’'s are
converted into fuzzy set, as shown in Table VIIl. These fuzzed parameters are then
multiplied by the Event based calculated weights provided in Table VII. The final decision is
based on highest ranking factor. The ranking distribution for four different methods i.e. AHP
SAW, MEW and TOPSIS are shown Table 1X. The result shows that Network 4 is the final
selection due to highest ranking and the ranking order of AHP, SAW andTOPSIS are same
where as in case of MEW, there is a slight variation in decision factor of Network 1 and
Network 2. This variation factor in ranking is due to penalizing behavior of MEW algorithm.
MEW always give lower rank to the alternative which has poor attributes as compared to
other one. In this scenario, Network 1 has poor attributes as compared to Network 2, which
can be verified by taking the average and variance of attributes as shown in Table VIII.
Although this decision of MEW seems to be good but MEW has considered only the over all
average of parameters for its decision ranking and did not considered the weights assigned
to these parameters. Therefore Networkl which is providing high bandwidth and less delay
has not been assigned

high rank. This means that MEW lacks behind in assigning a good ranks.

B. Stability Approach

In this simulation, we concentrate on the non stability ranking problems between algorithms.
Focusing on the ranking done by the algorithms in Table X, we start removing the lowest
ranking decision alternative from the table. Results shows that AHP, SAW and MEW remain
stable in their ranking decision; where as the ranking order of TOPSIS has been changed.
This abnormal behavior of TOPSIS is due to the large variation in its assigned values of
ranks. Table X and Table XI, is showing abnormal behavior of TOPSIS before and after
removal of lowest Rank alternative
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Fig. 3. Standard Error of Mean for AHP, SAW, MEW and TOPSIS

C. Estimator Analysis

Estimator is one of the Statistical branches where estimated value is calculated through
given empirical data or measured data. The purpose of estimator is to find the desired results
which are embedded as noisy signal in the available data. Although the aim is to find
estimator that exhibits optimal behavior. However which is not possible [21]. Among the list
of these estimators, we have used SED and MVUE for the analysis of our above algorithms.
Mean squared error: MSE of an estimator also called second moment of error [22] taking
both the variance of the estimator and its bias in account. The difference between estimated
and true value is actually the error, which comes due to randomness or malfunctioning of
estimator. The MSE for unbiased estimator is a variance. On the other hand the under root of
MSE is called the root mean squared error or RMSE and at some places also known as
Standard Error (SEM). RMSD or standard error is considered as a good measure of
accuracy.

For this the term standard error is often used to calculate the unknown values. The value of
this standard error is very helpful in providing the indication of the amount uncertainty in the
decision based on mean value. SEM is usually calculated as sample estimation of the
population standard deviation divided by the square root of the sample size as shown in eq
15
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where s is the sample standard deviation and n is the size of the sample. While considering
the case of our AHP, SAW, MEW and TOPSIS method, the analysis has been drawn against
SEM. The results of SEM are basically showing the efficiency of a methodology in relation to
its unbiased estimator. The minimum the value of SEM estimator, the more efficient will be
the methodology. It is because according to statistical rule in SEM as the value of sample
size increases the resultant should move in decreasing order. The lower the SEM estimator
value, the lesser will be the error or deviation of the quantity from the true value. Table Xl
and Fig 1 is showing the SEM resultant against different sample sizes and the behavior of
this result show that AHP and SAW have the least biased value as compared to other two
algorithms. So therefore we can say that AHP and SAW is showing better efficiency as
compared to other two algorithms.

Minimum-Variance Unbiased Estimator A Uniformly Minimum-Variance Unbiased
Estimator or Minimum-Variance Unbiased Estimator (UMVU or MVUE) is an unbiased
estimator that computes low value of variance as compared with any other unbiased
estimator. For finding the MVUE usually the comparison is done in terms of ratio between
unbiased estimator variances. This comparison ratio is basically the efficiency of estimator.
The efficiency for this estimator is normally stated in a relative terms. If we state _1 as
unbiased estimator of sample 1 and _2 as unbiased estimator of sample 2, then the ratio
between their variance states that VAR (_1) and VAR (_2) represents the measure of relative
efficiency of _1 with respectto 1. If VAR (_1) is less than VAR (_2) then _1 is considered as
more efficient than VAR _2. For checking the efficiency factor of our algorithms i.e. AHP,
SAW, MEW and TOPSIS, we again calculate their variances against each ranking decision.
These results are shown in Xlll.For MVUE purpose six different ratio factor related variance
have been calculated. These six different pairs are

1. VAR AHP vs. VAR SAW 2. VAR AHP vs. VAR MEW 3. VAR AHP vs. VAR TOPSIS

4. VAR SAW vs. VAR MEW 5. VAR SAW vs. VAR TOPSIS 6. VAR MEW vs. VAR TOPSIS
Comparison between their variances ratio again shows that AHP and SAW both have
minimum variance unbiased estimator as compared to MEW and TOPSIS. Where as this
estimator has ranked MEW at the second position and TOPSIS at last or third position. Thus
the non stability and inconsistency in TOPSIS is due to having largest variability ratio as
compared to other algorithms. That is why any small change in it rank creates major changes
in it decision stability and consistency.

4 CONCLUSIONS

In this paper the selection of network for sensor based applications has been done by
making use of AHP, SAW, MEW and TOPSIS algorithms. Parameters included for decision
making are application type, bandwidth, delay, coverage area, security and priority. A
number of limitations have been identified during the comparison study of these algorithms.
For the simulation of this decision making process, Matlab is used. Results show that more
that 80-85% of times the decision made by SAW, MEW, TOPSIS and AHP is same, whereas
20% times they made different ranking decisions. Comparison shows that TOPSIS is
suffering from abnormality behavior of ranking, MEW is penalizing poor attributes and makes
judgment on the mean and average value of attributes, where as AHP and SAW as
compared to other two algorithms shows more stable, less risk proven and penalizing
judgment behavior.

5 REFERENCES

[1] K. Murray, D.Pesch,”” State of the Art: Admission Controland Mobility Management in
Heterogeneous WirelessNetworks,”"M-Zones State of the Art Paper, soa paper 05/03,
Ireland, May, 2003.

[2] E. Stevens-Navarro and V. W.S. Wong,“’"Comparison between Vertical Handoff Decision
Algorithms for Heterogeneous Wireless Networks,” in Proc. of IEEE Vehicular Technology
Conference (VTC-Spring’06), Melbourne, Australia, May 2006.

[3] T. L. Saaty,"’Book:The Analytical Hierarchy Process,” New York:McGraw-Hill, 1980.

[4] P.M.L.Chan,”’An intelligent Handover Strategy for a Multi- Segment Broadband Network”,
PIMRC 2001, Sep 2001, San Diego, California.



[5] P.Chan, et.al.,"” Mobility Management Incorporating Fuzzy Logic for a Heterogeneous IP
Environment,”IEEE Communication Magazine, Dec.2001.

[6] A.Majlesi and B.H.Khalaj,"”” An Adaptive Fuzzy Logic Based Handoff Algorithm for
Interworking between WLANsand Mobile Networks,”IEEE INT'L Symp.on Personal, Indoor
and Mobile Radio Comm, vol 5, 2002, pp.2446-2451.

[7] W. Zhang,”” Handover Decision Using Fuzzy MADM in Heterogeneous Networks,” in
Proc. Of IEEE WCNC'04, (Atlanta, GA), March 2004.

[8] Q. Song and A. Jamalipour,”” Network Selection Mechanism for Next Gen. Networks,” in
Proc. of IEEE ICC’05,(Seoul, Korea), May 2005.”

[9] H.J. Wang, R. H. Katz, and J. Giese," "Policy-Enabled Handoffs across Heterogeneous
Wireless Networks,” Proc. of ACM WMCSA, 1999.

[10] Qingyang Song, Abbas Jamalipour,” "A Time-Adaptive Vertical Handoff Decision
Scheme in Wireless Overlay Networks”, IEEE 17th International Symposium on Personal,
Indoor and Mobile Radio Communications, 2006.

[11] J. McNair, F. Zhu,” "Vertical Handoffs in Fourth-Generation Multinetwork environments”,
IEEE Wireless Communications,pp.8-15, June 2004.

[12] J. Ylitalo, T. Jokikyyny, T. Kauppinen, A. J. Tuominen,J. Laine, “"Dynamic Network
Interface Selection in Multihomed Mobile Hosts”, 36th Hawaii International Conference

on System Sciences, Hawaii, USA, January 2003.

[13] W. Zhang," "Handover Decision Using Fuzzy MADM in Heterogeneous Networks,” in
Proc. IEEE WCNC’04, Atlanta,GA, March 2004.

[14] Q. Song and A. Jamalipour,“ "A Network Selection Mechanism for Next Generation
Networks,” in Proc IEEE ICC’05, Seoul, Korea, May, 2005.

[15] Buckley,"” Fuzzy hierarchical analysis. Fuzzy Sets Systems,” v17 i1.233-247,1985.

[16] Buckley,”’Ranking alternatives using fuzzy numbers.Fuzzy Sets Systems,” v15 il. 21-
31,1985.

[17] Yoon K. P., Hwang C. L.,“"Multiple Attribute Decision Making, An Introduction”, Sage
University Papers (Series: Quantitative Applications in the Social Sciences), 1995.

[18] S. Tilak, N. Abu-Ghazaleh, and W. Hein Zelman,”’A Taxonomy of Wireless Micro-Sensor
Network Models,”"Mobile Computing and Communications Review (MC2R) of ACM, vol. 6,
No.2, Apr 2002

[19] "The Math Works accelerating the pace of engineering and science, “http://www.
mathworks.com, Nov 2008.

[20] "Interpreting results:Variance and coefficient of variation,’
‘http://wvww.graphpad.com/help/Prism5/prism5help.html/coefficient of variation(cv)htm.
[21] "Estimation theory From Wikipedia, the free encyclopedia,’

"http://en.wikipedia.org/wiki/Estimation theory.

[22] "Estimation theory From Wikipedia Mean squarederror, From Wikipedia, the free
encyclopedia,’ "http://en.wikipedia.org/wiki/Mean squared error.

[23] "H. Qayyum, S.Sohail,G.A.Shah and A.Khanum,”A Fuzzy Decision Maker for Wireless
Sensor Network in Ubiquitous Network
environment,”ieeecomputersociety.org/10.1109/WAINA.2009.85.



